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2.2 Recent Evidence on Spending Shocks

Surveys:

Ramey, 2011, Can Government Purchases Stimulate the Economy?,
Journal of Economic Literature.

Ramey, 2015, ‘Macroeconomic Shocks and Their Propagation’,
Handbook of Macroeconomics
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Table 1 
Examples of Aggregate Analyses on U.S. Data

Study Sample Identification Implied spending multiplier

Evans (1969) Quarterly, 1948–62 Based on estimates of equations 
of Wharton, Klein-Goldberger, 
and Brookings models

Slightly above 2.0 in all models

Barro (1981), Hall 
(1986), Hall (2009), 
Barro and Redlick 
(2011)

Annual, various 
samples, some going 
back to 1889

Use military spending as 
instrument for government 
spending

0.6–1.0

Rotemberg and 
Woodford (1992)

Quarterly,  
1947–89

Shocks are residuals from 
regression of military spending 
on own lags and lags of military 
employment

1.25

Ramey and Shapiro 
(1998), Edelberg, 
Eichenbaum, and 
Fisher (1999), 
Eichenbaum and 
Fisher (2005), 
Cavallo (2005)

Quarterly, 1947–late 
1990s or 2000s

Dynamic simulations or VARs 
using Ramey-Shapiro dates, 
which are based on narrative 
evidence of anticipated military 
buildups 

0.6–1.2, depending on sample 
and whether calculated as 
cumulative or peak

Blanchard and 
Perotti (2002)

Quarterly,  
1960–97

SVARS, Choleski decomposition 
with G ordered first

0.9 to 1.29, depending on 
assumptions about trends

Mountford and 
Uhlig (2009)

Quarterly,  
1955–2000

Sign restrictions on a VAR 0.65 for a deficit-financed 
increase in spending

Romer and 
Bernstein (2009)

Quarterly Average multipliers from 
FRB/US model and a private 
forecasting firm model

Rising to 1.57 by the 8th 
quarter

Cogan et al. (2010) Quarterly, 1966–2004 Estimated Smets–Wouters 
model

0.64 at peak

Ramey (2011) Quarterly, 1939–2008 
and subsamples

VAR using shocks to the 
expected present discounted 
value of government spending 
caused by military events, based 
on narrative evidence

0.6 to 1.2, depending on 
sample  

Fisher and Peters 
(2010)

Quarterly, 1960–2007 VAR using shocks to the 
excess stock returns of military 
contractors

1.5 based on cumulative 
effects  

Auerbach and 
Gorodnichenko 
(forthcoming)

Quarterly, 1947–2008 SVAR that controls for 
professional forecasts, Ramey 
news

Expansion: –0.3 to 0.8
Recession: 1.0 to 3.6

Key innovation is regime 
switching model

Gordon and Krenn 
(2010)

Quarterly, 1919–41 Choleski decomposition in VAR 1.8 if no capacity constraints

Source: Ramey 2011 JEL survey
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Blanchard Perotti Structural Vector Autoregression

Observables zt = [Tt ,Gt ,Yt ]
′, sample 1950Q1-2006Q4

Tt : Log Real Federal Tax Revenues per capita
Gt : Log Real Federal Government Spending on Final Goods per capita
Yt : Log Real GDP per capita

VAR representation:

zt = α′dt + δ′Zt−1 + Det ,

where Zt−1 = [z ′t−1 , ..., z
′
t−p]′, dt are deterministic terms.

et = [eTt , e
G
t , e

Y
t ]′ is a vector of structural shocks with E [et ] = 0,

E [ete
′
t ] = I , E [ete

′
s ] = 0 for s 6= t.

Reduced form residuals υt :

υt = Det



Blanchard Perotti Structural Vector Autoregression

Estimate of E [υtυ
′
t ] = DD′ provides six independent restrictions, need

three more.

Blanchard and Perotti consider

υTt = θGσGe
G
t + θY υ

Y
t + σT e

T
t ,

υGt = γTσT e
T
t + γY υ

Y
t + σGe

G
t ,

υYt = ζTυ
T
t + ζGυ

G
t + σY e

Y
t .

and impose

γY = γT = 0 based on decision and recognition lags

θY = 2.08 based on OECD estimates.



Assuming γY = γT = 0 suffices to partially identify spending shock.

IR to spending shock independent of assumption on the value of θY .

De facto Choleski decomposition with G ordered first, i.e. υGt is a
structural shock.
See also Fatàs and Mihov (2001).

Proxy SVAR: Impose two covariance restrictions using the Romer
narrative and the additional condition: γY = 0

Has little effect on the IR to a spending shock.
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Ramey Critique

Ramey (QJE 2011)’s criticism of Blanchard and Perotti (QJE 2002):

Conditioning set is not adequate for interpreting υGt as innovations to
economic agents’ information sets.

Long implementation lags means it takes a while before spending changes
show up in the NIPA tables.

Economic agents have information that is not contained in standard
macro controls (non-invertibility)

Narrative approaches, e.g. Ramey-Shapiro war dummies, deliver better
measures of revisions of expectations about (military) purchases.



Ramey 2011 Specification I
Observables zt for standard (BP 2002) identification quarterly sample
1947-2008, i.e. including Korean war, excluding WWII

Government spending

GDP

Total hours worked

Nondurable plus services consumption

Private fixed investment

Barro and Redlick (2010) AMTR

Real Wages

Narrative identification: zt includes mt , dummy based on Business Week
forecast of military build-ups.

1950Q3: Korean war, invasion of South Korea

1965Q1: Vietnam war, attack on the U.S. Army barracks in Vietnam

1980Q1: Carter-Reagan military build-up after invasion of Afghanistan

2001Q3: 9-11 attacks
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FIGURE IV
Comparison of Identification Methods: Response to a Government Spending

Shock (Standard error bands are 68% confidence intervals)
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FIGURE IV
(CONTINUED)
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FIGURE V
Comparison of VAR Defense Shocks to Forecasts: Korea and Vietnam

Notes. Thetopandmiddlepanels arebasedonlogpercapitareal defensespend-
ingonaquarterlycalendaryearbasis. Thebottompanels arenominal, annual data
on a fiscal year basis.

three quarters was anticipated as of August and September of
1950. The bottom graph shows Business Week’s forecasts of
defense spending. The June 1950 forecast, made before the Ko-
rean War started, predicted that defense spending would remain
at about $15 billion per year. Two months later in August 1950,
Business Week correctly predicted the rise in defense spending
through fiscal year 1952. By September 1950, it hadcorrectly pre-
dicted the rise through fiscal year 1954. Thus, it is clear that the
positive VAR shocks are several quarters too late. It is also inter-
esting to note that while Business Week was predicting a future
decline in defense spending as early as April 1953 when a truce
seemed imminent, the VAR records a negative defense spending
shock in the first quarter of 1954. Thus, the VAR shocks are not
accurately reflecting news about defense spending.
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FIGURE VI
Comparison of VAR Defense Shocks to Forecasts: Carter–Reagan and 9/11

Notes. Thetopandmiddlepanels arebasedonlogpercapitareal defensespend-
ingonaquarterlycalendaryearbasis. Thebottompanels arenominal, annual data
on a fiscal year basis.

Forecasts were not as accurate for Vietnam. As of August
1965, several notedsenators wereforecasting much higherexpen-
ditures than the Johnson Administration was quoting. The fore-
casts kept rising steadily for some time. Thus, while it is true that
there were a number of positive spending shocks in the first years
of the Vietnam War, it is not clear that the VAR gets the timing
right.

InFigureVI, theVARs showmanypositiveshocks duringthe
Carter–Reagan build-up through 1985. The bottom panel shows,
however, that as of January 1981, the OMB was very accurately
predicting spending in fiscal years 1981–1984. On the other hand,
theOctober1981 forecast over-predicteddefensespendinginfiscal
years 1985 and 1986. However, all of the forecast error for 1985
and 1986 can be attributed to the fact that inflation fell much

 at C
ornell U

niversity L
ibrary on June 19, 2015

http://qje.oxfordjournals.org/
D

ow
nloaded from

 



Dummies are crude proxy for shocks.

Ramey develops a new measure of news about defense spending (A2) to
increase the relevance of the instrument (A1) and uses an augmented
SVAR (no A3).

PDV value of (mostly Business Week) forecasts of military spending
discounting by the 3 year Treasury rate at the time of the forecast.

She also extends the sample to 1939.

The end of the 68% confidence band era!!
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FIGURE IX
Defense News: PDV of Change in Spending as a Percent of GDP

TABLE III
EXPLANATORY POWER OF THE DEFENSE NEWS VARIABLE

Notes. Columns (1) and (2) show statistics from a regression of the growth of real per capita spending on
current and four lags of the news shock divided by lagged nominal GDP. Column (3) shows the marginal F-
statisticon current and four lags of the news variable in a regression of the growth of real per capita spending
on four lags of the following additional variables: log real per capita spending, log real GDP, the 3-month
T-bill rate, and the Barro–Redlick average marginal tax rate.

divided by nominal GDP of the previous quarter. The last column
shows theF-statisticontheexclusionof thedefensenews variable
froma regressionof thegrowthof real percapita defensespending
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Ramey 2011 Specification II

Fixed observables zt , quart. 1939-2008, including WWII and Korean war

mt : Defense news measure

Government spending

GDP

3 month T-bill rate

Barro and Redlick (2010) AMTR

and rotating other variables one by one.
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FIGURE X
The Effect of an Expected Change in Defense Spending, 1939–2008 (Both 68%

and 95% standard error bands are shown)
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FIGURE X
(CONTINUED)
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See also:

Perotti, Roberto, 2011. Expectations and Fiscal Policy: An
Empirical Investigation.

Ramey, 2011, “A Reply to Roberto Perotti ’s ”Expectations and
Fiscal Policy: An Empirical Investigation”



Using Defense Stock Returns

Fisher and Peters (EJ 2010) share Ramey’s concerns.

They use innovations to the accumulated excess returns (no A3) of the
Top 3 US military contractors as the instrument.

This strategy should identify shocks to government spending well
(A1-A2) if

1 technological progress in production (costs) at the Top 3 firms
evolves in the same way as in the rest of the economy,

2 Top 3 mark-ups do not behave differently from in the rest of the
economy.

3 variation in sales of the Top 3 firms are dominated by shocks to
defence spending.



Second, the excess returns closely match the Vietnam War date and the 9/11 date
but not the Korean War or Carter-Reagan dates. In the case of the Korean War we see
that military spending increased sixfold between 1950 and 1953. Yet it was not until
1953 that excess return started to accumulate significantly. This delayed response of
Top 3 stock returns is not puzzling after one realises that, as was the case in World Wars
I and II, excess profits tax legislation was enacted during the Korean War. This legis-
lation was effective from July 1 1950 to December 31 1953. To the extent that �excess
profits� were accurately determined by the legislation, the absence of significant excess
returns is understandable. This kind of legislation has not been enacted since the
Korean War, although there was an attempt during the first Iraq War.

Third, movements in excess returns correctly forecast the persistent declines in
spending at the end of the Vietnam War and the end of the Carter-Reagan build-up. It
also appears that agents were anticipating a persistent rise in military spending before
the Carter-Reagan build-up was fully underway.

Fourth, there are some large movements in excess returns which are not followed by
future changes in spending which would rationalise the movements. The best example
of this is the dynamics of excess returns in the 1990s and early 2000s. Following the first
Iraq war, agents expected increases in military spending due to the success of certain
weapons systems during that war. This counteracted expectations of diminished
spending following the end of the Cold War. When the new spending failed to
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Fig. 3. Accumulated Excess Returns and Military Spending, 1947–2007
Note. Solid line (left scale) is Military Spending, dashed line (right scale) is accumulated excess
returns of the Top 3 military contractors.
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is the case, consider Figure 1. This Figure displays linearly detrended real military
spending and three measures of defence industry sales. These measures are for �Top 3�,
the firms in Table 1, �Guns,� the firms in a subset of the industries listed in footnote 2,
and �Gunsþ�, the firms in all the industries listed in footnote 2. The excluded industries
in �Guns� are 3720–8, 3795 and 3812. We have included the sales of Guns and Gunsþ
since they are plausible alternative portfolios to identify government spending shocks
with. The Guns category corresponds to the Fama-French definition of the �Guns
industry� in their 48 industry portfolio. Berndt et al. (2009) have used excess returns of
these firms to help forecast future government spending. The Gunsþ variable includes
additional defence-like industries and seems to be a plausible perturbation to Guns. We
obtain the sales data from COMPUSTAT.

Figure 1 indicates that Top 3 sales lines up very well with the main undulations of
military spending but Guns and Gunsþ sales do less well. The contemporaneous cor-
relation between sales and spending is 0.92, 0.34 and 0.43 for Top 3, Guns and Gunsþ
sales, respectively. While the correlation is high for Top 3 returns, it is not perfect. The
main deviation occurs in the second half of the 1970s. Here Top 3 sales does not
decline as far as total military expenditures and it begins rising earlier but not coin-
ciding again until 1985. The relatively poor alignment with military spending of Guns
and Gunsþ is due to the inclusion of firms that have non-military businesses that
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Fig. 1. Detrended Defence Industry Sales and Military Spending, 1958–2007
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Supporting the relevance



materialise there was a sharp drop in excess returns in the latter part of the 1990s,
reflecting a general perception that post Cold War military spending would not rise to
levels seen during the Reagan years. Anticipation of military spending under a George
W. Bush administration partially offset these declines in returns, before 9/11 and then
the second Iraq War led to widespread expectations of increased military spending that
are reflected in large excess returns.

The last two points highlight key benefits, relative to the narrative approach, of using
military contractor stock returns to measure expectations of future military spending.
The stock returns capture expectations of declines in spending, which the original
narrative approach does not. They also incorporate unrealised expectations, which are
largely ignored in the narrative approach.

1.3. Excess Returns and Ramey’s Military Shocks

To gain more insight into how contractor excess returns and the narrative approach
are related, Figure 4 displays accumulated Top 3 excess returns along with the new
military shock series described in Ramey (2009b). This series is the result of a careful
analysis of the historical record to determine when revisions to expectations of future
military and space programme spending may have occurred and by how much those
expectations changed. The series is zero on all dates except those determined to
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Fig. 4. Top 3 Excess Returns and Government Spending Shocks, 1947–2007
Note. Solid line (right scale) is Military Shocks, dashed line (left scale) is accumulated excess
returns.
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No close correspondence with Ramey’s defense news variable.



Fisher Peters Specification

Fixed observables zt , quart. 1959-2008, i.e. excluding Korean war:

mt : Top 3 accumulated excess returns variable

military spending

GDP

3 month T-bill rate

and rotating other variables one by one.



use six lags because the impulse responses are more precisely estimated compared to
cases with fewer lags. The qualitative findings are similar with four or five lags. We
include linear trends since that is the usual practice in the literature. Similar results also
are obtained including variables in first differences. The qualitative nature of the
results is also robust to including inflation and taxes in the VAR.

Figure 5 displays responses to Top 3 excess return shocks of excess returns and net
income of the Top 3 firms, and military and total government spending. The solid lines
are point estimates of responses to one standard deviation innovations to the accu-
mulated excess return variable, that is our measure of government spending shocks.
The dashed lines demarcate 68% posterior probability regions which contain the true
responses with approximately 2/3 probability. This is the criteria suggested by Sims and
Zha (1999) for assessing the plausibility of estimated impulse response functions. The
units of the responses are percentage deviations from the un-shocked path of the
variable.

Figure 5 confirms that the excess return shocks identify future changes in govern-
ment spending through the impact such changes have on the profitability of the Top 3
defence contractors. The path of returns after the shock shows that the excess returns
dissipate over time. Net income rises by about 2 billion 2000 dollars. These responses
demonstrate that the response of excess returns is tied to future income, as should be
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Fig. 5. Effects of Top 3 Excess Returns
Note. Solid lines – point estimates, dashed lines – 68% posterior probability bands.
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the case if the innovations reflect expectations of sales growing at a faster rate than the
economy as a whole.

The future sales derive from the responses of government spending. These responses
validate our finding from Table 2 that the excess returns variable is a good forecaster of
future military and total government spending. If this were not true we would have little
confidence that the estimated responses for the other variables reflect the effects of
government spending shocks. A one standard deviation shock to excess returns is
associated with hump-shaped positive spending responses, peaking after about three
years. The peak response of military spending is about 2% and of total government
spending is about 3–4%. The response for total government spending is essentially all
military spending; the response of non-military government spending (not shown) is
essentially zero. These responses exclude zero for several periods in the response when
we use 95% probability intervals.

Figure 6 indicates that the hump-shaped government spending paths are associated
with delayed hump-shaped positive responses of output, hours and consumption. In all
three cases it takes about a little over a year before economic activity starts to rise. The
response of wages is quite different. During the period when the activity variables are
essentially unchanged, real wages drop by about 0.2%. Just prior to the expansion in
activity, wages start to rise until after about two years the response is positive for the
remainder of the response horizon of five years. However, given the probability bands
encompass zero after six quarters, it is hard to rule out that the real wage returns to its
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Other important contributions

Mountford and Uhlig, 2009, SVAR with sign restrictions

Barro and Redlick (2010), IV with defense news variable

Corsetti, Meier, and Müller, 2012 (spending reversals)
SVAR with BP and defense news variable

Auerbach and Gorodnichenko, 2012: STVAR with BP identification

Ramey and Zubairy, 2014: LP-IV with defense news variable and
state dependence



So far no convincing instruments for (aggregate) non-defense spending.

Far too little work on transfers. Exceptions:

Romer and Romer, 2014, narrative analysis of social security
transfers changes

Inman and Carlino, 2013, narrative analysis of federal transfers to
states

Several interesting papers on local multipliers (see Ramey 2011 survey).



2.3 Recent Evidence on Austerity

Based on Guajardo, Pescatori and Leigh, 2014, ‘Expansionary Austerity:
International Evidence’, Journal of the European Economic Association



Previous Evidence on Austerity

Event studies of large changes in fiscal stance

Giavazzi and Pagano (1990) Ireland and Denmark fiscal contractions

Alesina and Perotti (1997) look at 20 OECD countries

Alesina and Ardagna (2002, 2010, 2012) panel of countries

Finding of non-contractionary or expansionary austerity if done through
permanent cuts in spending (government wage bill or transfers).

But contractionary if done through tax increases or government
investment cuts.

Suggest in some cases spending multipliers may be zero or negative.



GLP Critique

Studies use large changes in cyclically adjusted fiscal variables as mt

Cyclical adjustment is problematic and does not resolve endogeneity
problems (see before).

GLP 2014’s main criticism: A2 is violated.

Similar to Romer and Romer (2010) they build an mt that more plausibly
satisfies the (contemporaneous) exogeneity requirement.

They identify 173 fiscal policy adjustments in 17 OECD countries for
1978-2009, expressed in terms of impact on budget deficit as % of GDP.
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FIGURE 1. Two measures of fiscal consolidation: changes in CAPB versus narrative deficit-driven
fiscal shocks (% of GDP). Labels indicate cases where either the CAPB or the narrative approach
identify fiscal consolidation and the discrepancy between the two measures exceeds 3% of GDP.
Crosses indicate observations for which neither the CAPB nor the narrative approach identify fiscal
consolidation. Labels indicate three-letter ISO country codes. The diagonal line indicates points
along which the series are equal (45° line).

Online Appendix, we find 12 cases where we are able to identify specific economic or
budgetary developments that cause the CAPB-based measure to inaccurately identify
the size of the consolidation and that largely explain the gap between the two measures.
In the remaining case (Italy in 1993) there was a large economic contraction that, for
the reasons already explained, could plausibly have caused the CAPB-based approach
to be highly inaccurate. We find no cases where there is evidence that the measure
based on the narrative approach is less accurate.

This analysis also reveals a further issue with the CAPB data used in the literature:
they include the effects of large one-off accounting operations. For example, in
Germany in 1996, the CAPB ratio increased by 6.4 percentage points, but this increase
reflected a one-time accounting operation rather than a sharp fiscal retrenchment. In
1995, Treuhand (Trust Agency) and East German housing debt was transferred to the
general government account. The general government deficit thus rose to 9.7% of GDP
in 1995 and fell back to 3.3% of GDP in 1996, implying a sharp rise in the CAPB
ratio in 1996. The Online Appendix documents other such examples of sharp CAPB
increases that are unrelated to fiscal consolidation measures. By introducing noise
into the identification of episodes and their sizes, such accounting operations further
attenuate the estimated effect of fiscal consolidation on output.

Large discrepancies between two measures. Many large CAPB changes
unrelated to fiscal consolidation.



GJP Specification

Observables zt , ann. 1978-2009 for 17 countries:

mt : narrative series of fiscal shocks

change in the CAPB ratio

change in log consumption

change in log GDP

full set of country and time fixed effects.
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FIGURE 2. Consumption and GDP: 1% of GDP CAPB shock (four-variable VAR). The figure
reports point estimates and 90% confidence bands. Solid lines indicate responses to CAPB shock
identified as innovation to the narrative fiscal shocks. Dashes indicate responses to CAPB shock
identified as innovation to CAPB, ordered second. The shocks are normalized so that the CAPB rises
by 1% of GDP in year tD 1.

expansionary effects. The point estimates for the effects on consumption and GDP are
now �0.25% and �0.21%, respectively, although they are not statistically significant.

To shed further light on the reason for the difference between the OLS and
2SLS results, we focus on the role of asset prices. As already discussed, asset price
fluctuations simultaneously affect output and the CAPB, implying an expansionary bias
for CAPB-based estimates of the output effect of fiscal consolidation. We re-estimate
equation (1), while controlling for asset prices—the change in the log of the stock price
index and the change in the log of the house price index, both deflated by the CPI,
along with two lags of each variable (taken from OECD.Stat and Haver Analytics). As
previously, we also limit the sample to observations for which the change in the CAPB
and the narrative shocks are similar.

Interestingly, the OLS estimates are now even less consistent with expansionary
effects. The OLS point estimates for the effects on consumption and output are now
�0.42% and �0.30%, respectively, and the estimate for consumption is significant
at the 10% level. It is worth emphasizing, however, that the endogeneity of asset
prices to the CAPB and to output, particularly at the annual frequency, confounds
the interpretation of these results. Nevertheless, the results are consistent with the
view that adjusting the fiscal accounts for asset price fluctuations, along the lines
suggested by Morris and Schuknecht (2007), reduces the expansionary bias associated
with CAPB-based estimates.

Turning to the VAR specification, Figure 2 summarizes the estimated effect of a
1% of GDP shock to the CAPB on consumption and GDP relative to normal (in logs),
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TABLE 3. Estimation results: the effect of a 1% of GDP CAPB shock in year tD 2 (%).

Specification Consumption GDP Consumption GDP

Single equation OLS 2SLS
Benchmark 0.37��� 0.29��� �1.02�� �0.82��

(0.11) (0.10) (0.47) (0.33)
Cragg-Donald Wald test

p-value
. . . . . . 0.00 0.00

Anderson canonical
correlations p-value

. . . . . . 0.00 0.00

Similar observations �0.25 �0.21 . . . . . .
(0.23) (0.28)

Similar observations, �0.42� �0.30 . . . . . .
controlling for asset prices (0.21) (0.25)

Innovation to Narrative Fiscal
VAR Innovation to CAPB Shock

Benchmark 0.43��� 0.39��� �1.91��� �1.57���

(0.08) (0.08) (0.39) (0.37)
Additional controls: 0.59��� 0.47��� �2.26��� �1.83���

Seven-variable VAR (0.10) (0.10) (0.57) (0.56)
Additional controls: 0.57��� 0.49��� �1.65��� �1.24���

First principal component (0.09) (0.09) (0.40) (0.40)
Subsample: 0.40��� 0.32��� �1.34��� �1.08���

Only Europe (0.09) (0.08) (0.38) (0.32)
Subsample: 0.38��� 0.35��� �2.08��� �1.55���

Only euro area (0.10) (0.09) (0.56) (0.50)

Notes: The table reports point estimates and heteroskedasticity-robust standard errors in parentheses obtained
via the delta method. All specifications contain full set of country and time fixed effects (not reported). In VAR
specifications, CAPB shock is identified either as innovation to CAPB or to narrative fiscal shocks. In each case,
the shocks are normalized so that the CAPB rises by 1% of GDP in year tD 1. VAR specifications with additional
controls include government debt-to-GDP ratio, Institutional Investor Rating, and rise in old-age dependency
ratio, either included in seven-variable VAR or summarized by first principal component.
�Significant at 10%; ��significant at 5%; ���significant at 1%.

our baseline specification. As a separate exercise, we also combine the information in
the additional controls using a two-step approach in the spirit of the factor-augmented
VAR (FAVAR) method pioneered by Bernanke, Boivin, and Elias (2005). First, we
obtain the first principal component of the additional control variables. Next, we add
the first principal component to our benchmark VAR. As Table 3 reports, the results
are again similar when the benchmark VAR is augmented this way.10

In addition, we investigate how the results change when we limit the VAR analysis
to two subsamples of economies. The first subsample focuses on the 13 European
economies in our sample, which implies excluding Australia, Canada, Japan, and
the United States from the baseline sample. The second subsample includes only

10. As documented in the Online Appendix, the results hold up to numerous other robustness checks,
including using CAPB data published by the OECD instead using the Alesina and Ardagna (2010) CAPB
data.



Role of Composition

Previous work strongly suggest important differences between spending
and tax based consolidations.

GJP create separate mt and re-estimate a five variable VAR.

Not sure about the ordering
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FIGURE 4. Spending-based versus tax-based 1% of GDP CAPB shock (five-variable VAR). The
figure reports point estimates and 90% confidence bands. CAPB shock identified as innovation to
the narrative fiscal shocks. The shocks are normalized so that the CAPB rises by 1% of GDP in year
t D 1.

term following spending-based adjustments. Figure 5 presents the estimated difference
between the responses of consumption, GDP, and policy interest rates for the two
types of adjustment. The policy interest rate falls by 1.66 percentage points (t-stat D
�2.46) more on impact for spending-based adjustments. This difference is statistically
significant at the 5% level.

Existing estimates in the literature can help to assess how much of the difference
in economic performance stems from the difference in monetary policy. As Figure 5
indicates, the fall in GDP for spending-based consolidation is smaller than that for tax-
based consolidation by 0.82 percentage point in the first year and by 2.31 percentage
points in the second year. Therefore, for the difference in output outcomes to be
attributable entirely to the different monetary policy responses, a one percentage point
cut in interest rates would need to raise output by 0.49% in the first year (0.82/1.66)
and by 1.39% in the second (2.31/1.66). Such impacts are inside the range of estimates
found in the empirical literature, but are at the high end.12 Thus, it appears that the
difference in monetary policy responses accounts for much of, though not all of, the
difference in output performance. More generally, these results are consistent with
research showing that the conduct of monetary policy influences fiscal multipliers,
with smaller multipliers when monetary policy offsets the short-term effects of fiscal
policy (Canova and Pappa 2011, for example).

12. Romer and Romer (2004) find that an unexpected 100 basis point cut in interest rates raises output
(measured by industrial production) by 4.3% after two years. Christiano, Eichenbaum, and Evans (1996)
find a maximum effect on GDP close to 1%.



See also

Jordà and Taylor, 2015, LP-IV using GLP narrative.


